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Abstract—A new explanation of geometric nature of the reservoir computing phenomenon is presented. Reservoir computing is understood in the literature as the possibility of approximating input/output systems with randomly chosen recurrent neural systems and a trained linear readout layer. Light is shed on this phenomenon by constructing what is called strongly universal reservoir systems as random projections of a family of state-space systems that generate Volterra series expansions. This procedure yields a state-affine reservoir system with randomly generated coefficients in a dimension that is logarithmically reduced with respect to the original system. This reservoir system is able to approximate any element in the fading memory filters class just by training a different linear readout for each different filter. Explicit expressions for the probability distributions needed in the generation of the projected reservoir system are stated and bounds for the committed approximation error are provided.
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I. INTRODUCTION

Many dynamical problems in engineering, signal processing, forecasting, time series analysis, recurrent neural networks, or control theory can be described using input/output (IO) systems. These mathematical objects establish a functional link that describes the relation between the time evolution of one or several explanatory variables (the input) and a second collection of dependent or explained variables (the output).

A generic question in all those fields is to determine the IO system underlying an observed phenomenon. This is the so-called system identification problem. For this purpose, first principles coming from physics or chemistry can be invoked, when either these are known or the setup is simple enough to apply them. In complex situations, in which access to all the variables that determine the behavior of the systems is difficult or impossible, or when a precise mathematical relation between input and output is not known, it has proved more efficient to carry out the system identification using generic families of models with strong approximation abilities that are estimated using observed data. This approach, that we refer to as empirical system identification, has been developed using different techniques coming simultaneously from engineering, statistics, and computer science.

In this paper, we focus on a particularly promising strategy for empirical system identification known as reservoir computing (RC). Reservoir computing capitalizes on the revolutionary idea that there are learning systems that attain universal approximation properties without the need to estimate all their parameters using, for instance, supervised learning. More specifically, RC can be seen as a recurrent neural networks approach to model IO systems using state-space representations in which

- the state equation is randomly generated, sometimes with sparsity features, and
- only the (usually very simple) functional form of the observation equation is tailored to the specific problem using observed data.

RC can be found in the literature under other denominations like Liquid State Machines [1]–[5] and is represented by various learning paradigms, with Echo State Networks (ESNs) [6]–[8] being a particularly important example.

RC has shown superior performance in many forecasting and classification engineering tasks (see [9]–[12] and references therein) and has shown unprecedented abilities in the learning of the attractors of complex nonlinear infinite dimensional dynamical systems [8], [13]–[15]. Additionally, RC implementations with dedicated hardware have been designed and built (see, for instance, [16]–[24]) that exhibit information processing speeds that largely outperform standard Turing-type computers.

The most far-reaching and radical innovation in the RC approach is the use of untrained, randomly generated, and sometimes sparse state maps. This circumvents well-known difficulties in the training of generic recurrent neural networks arising bifurcation phenomena [25], which, despite recent progress in the regularization and training of deep RNN structures (see, for instance [26]–[28], and references therein), render classical gradient descent methods non-convergent. Randomization has already been successfully applied in a static setup using neural networks with randomized weights, in particular in seminal works on random feature models [29] and Extreme Learning Machines [30]. This built-in randomness makes reservoir models different from other conventional approaches where state-space systems appear. For instance, Kalman filtering [31] has been used for decades in signal processing and, in that case, both linear and nonlinear [32], [33] Kalman techniques hinge on the idea of designing the state map to result in a posteriori residual errors of minimal variance. This requires a significant computational effort in relation with recursive parameter estimation which is not
needed for RC systems. In the dynamical systems context, an important result in [34] shows that randomly drawn ESNs can be trained by exclusively optimizing a linear readout using generic one-dimensional observations of a given invertible and differentiable dynamical system to produce dynamics that are topologically conjugate to that given system; in other words, randomly generated ESNs are capable of learning the attractors of invertible dynamical systems. More generally, the approximation capabilities of randomly generated ESNs have been established in [35] in the more general setup of IO systems. There, approximation bounds have been provided in terms of their architecture parameters.

In this paper, we provide an additional insight on the randomization question for another family of RC systems, namely, for the non-homogeneous state-affine systems (SAS). These systems have been introduced and proved to be universal approximants in [36], [37]. We here show that they also have this universality property when they are randomly generated. The approach pursued in this work is considerably different from the one in the above-cited references and is based on the following steps. First, we consider causal and time-invariant analytic filters with semi-infinite inputs. The Taylor series expansion of these objects coincide with what is known as their Volterra series representation. Second, we show that the truncated Volterra series representation (whose associated truncation error can be quantified) admits a state-space representation with linear readouts in a (potentially) high-dimensional adequately constructed tensor space. We refer to this system as the signature state-affine system (SigSAS): on the one hand, it belongs to the SAS family and, on the other hand, it shares fundamental properties with the so-called signature process from the (continuous time) theory of rough paths, which inspired the title of the paper.

Rough paths theory, as introduced by T. Lyons in the seminal work [38], has initially been developed to deal with controlled differential equations driven by rough signals in a pathwise way. These equations can be seen as a continuous-time analogue of time series models, where the rough signals play the role of the model innovations. The key object in this theory is the signature, which was first studied by K. Chen [39], [40] and consists in enhancing the rough input with additional curves (satisfying certain algebraic properties) mimicking what in the smooth case corresponds to iterated integrals of the curve with itself.

It is a deep mathematical fact that unique solutions of the rough differential equation exist and are a continuous map of the signature (in appropriately chosen topologies). Surprisingly, this non-linear continuous map can be arbitrarily well approximated by linear maps of the signature. More generally, on compact sets of so-called “non tree-like” paths (see [41] for a precise definition), every continuous path functional (with respect to a certain $p$-variation norm) can be uniformly approximated by a linear function of the signature. Indeed, linear functionals of the signature form a point separating algebra on sets of “non tree-like” paths, which by the Stone-Weierstrass Theorem then yields a universal approximation theorem for general path functionals (see, for instance, [42]). Rough path theory has been substantially extended by Martin Hairer [43] towards the theory of regularity structures and is nowadays the tool to analyze deep analytic properties of continuous-time IO systems.

From a machine learning perspective, the signature can be thought of as a feature map capturing all specific characteristics of a given path. More precisely, it serves as a linear regression basis and can thus be interpreted as an abstract reservoir (for the moment without random specifications) for solutions of rough differential equations. These appealing properties made signature methods highly popular for machine learning applications both for streamed data (in particular, in finance) and for complex classification tasks. For inspiring examples of the rapidly growing literature on machine learning using signature methods we refer to [44]–[51] and references therein.

Returning to the SAS family we will show that the solutions of the SigSAS introduced in this paper share exactly the two crucial properties which make signature central in rough path theory: first, the SigSAS solutions fully characterize the input sequences and, second, any (sufficiently regular) IO system can be written as a linear map of the SigSAS system. These properties have been exploited in the continuous-time setup in [52].

Finally, we use the Johnson-Lindenstrauss Lemma [53] to prove that a random projection of the SigSAS system yields a smaller dimensional SAS system with random matrix coefficients (that can be chosen to be sparse) that approximates the original system. Moreover, this constructive procedure gives us full knowledge of the law that needs to be used to draw the entries of the low-dimensional SAS approximating system, without ever having to use the original large dimensional SigSAS, which amounts to a form of information compression with efficient reconstruction in this setup [54]. An important feature of the dimension reduced randomly drawn SAS system is that it serves as a universal approximator for any reasonably behaved IO system and that only the linear output layer that is applied to it depends on the individual system that needs to be learnt. We refer to this feature as the strong universality property.

This approach to the approximation problem in recurrent neural networks using randomized systems provides a new explanation of geometric nature of the reservoir computing phenomenon. The results in the following pages show that randomly generated SAS reservoir systems approximate well any sufficiently regular IO system just by tuning a linear readout because they coincide with an error-controlled random projection of a higher dimensional Volterra series expansion of that system.

II. TRUNCATED VOLTERRA REPRESENTATIONS OF ANALYTIC FILTERS

We start by describing the setup that we shall be working on, together with the main approximation tool which we will be using later on in the paper, namely, Volterra series expansions. Details on the concepts introduced in the following paragraphs can be found in, for instance, [55]–[57], and references therein.

All along the paper, the symbol $\mathbb{Z}$ denotes the set of all integers and $\mathbb{Z}_-$ stands for the set of negative integers with
the zero element included. Let \( D_d \subset \mathbb{R}^d \) and \( D_m \subset \mathbb{R}^m \). We refer to the maps of the type \( U : (D_d)^Z \rightarrow (D_m)^Z \) between infinite sequences with values in \( D_d \) and \( D_m \), respectively, as filters, operators, or discrete-time input/output systems, and to those like \( H : (D_d)^Z \rightarrow D_m \) (or \( H : (D_d)^{Z\infty} \rightarrow D_m \)) as \( \mathbb{R}^m \)-valued functionals. These definitions will be sometimes extended to accommodate situations where the domains and the targets of the filters are not necessarily product spaces but just arbitrary subsets of \((\mathbb{R}^d)^Z\) and \((\mathbb{R}^m)^Z\) like, for instance, \( \ell^\infty(\mathbb{R}^d) \) and \( \ell^\infty(\mathbb{R}^m) \).

A filter \( U : (D_d)^Z \rightarrow (D_m)^Z \) is called causal when for any two elements \( z, w \in (D_d)^Z \) that satisfy that \( z_\tau = w_\tau \) for any \( \tau \leq t \), for a given \( t \in \mathbb{Z} \), we have that \( U(z)_t = U(w)_t \). Let \( T_r : (D_d)^Z \rightarrow (D_d)^Z \) be the time delay operator defined by \( T_r(z)_t := z_{t-r} \). The filter \( U \) is called time-invariant (TI) when it commutes with the time delay operator, that is, \( T_r \circ U = U \circ T_r \), for any \( \tau \in \mathbb{Z} \) (in this expression, the two operators \( T_r \) have to be understood as defined in the appropriate sequence spaces). There is a bijection between causal and time-invariant filters and functionals. We denote by \( H_U : (D_d)^Z \rightarrow (D_m)^Z \) (respectively, \( H_U : (D_d)^{Z\infty} \rightarrow (D_m)^Z \)) the filter (respectively, the functional) associated to the functional \( H : (D_d)^Z \rightarrow D_m \) (respectively, the filter \( U : (D_d)^Z \rightarrow (D_m)^Z \). Causal and time-invariant filters are fully determined by their restriction to semi-infinite sequences, that is, \( U : (D_d)^{Z\infty} \rightarrow (D_m)^{Z\infty} \), that will be denoted using the same symbol.

In most cases, we work in the situation in which \( D_d \) and \( D_m \) are compact and the sequence spaces \((D_d)^{Z\infty}\) and \((D_m)^{Z\infty}\) are endowed with the product topology. It can be shown (see [55]) that this topology is equivalent to the norm topology induced by any weighted norm defined by \( \|z\|_w := \sup_{z \in \mathbb{Z}} \{ z \omega_{w-\cdot} \} \), where \( w : \mathbb{N} \rightarrow \{0, 1\} \) is an arbitrary strictly decreasing sequence (we call it weighting sequence) with zero limit and such that \( w_0 = 1 \). Filters and functionals that are continuous with respect to this topology are said to have the fading memory property (FMP).

A particularly important class of IO systems are those generated by state-space systems in which the output \( y \in (D_m)^{Z\infty} \) is obtained out of the input \( z \in (D_d)^{Z\infty} \) as the solution of the equations
\[
\begin{align*}
x_t &= F(x_{t-1}, z_t), \\
y_t &= h(x_t),
\end{align*}
\]
where \( F : D_N \times D_d \rightarrow D_N \) is the so-called state map, for some \( D_N \subset \mathbb{R}^N \), \( N \in \mathbb{N} \), and \( h : D_N \rightarrow D_m \) is the readout or observation map. When for any input \( z \in (D_d)^{Z\infty} \) there is only one output \( y \in (D_m)^{Z\infty} \) that satisfies (1)-(2), we say that this state-space system has the echo state property (ESP), in which case it determines a unique filter \( U^F : (D_d)^{Z\infty} \rightarrow (D_m)^{Z\infty} \). When the ESP holds at the level of the state equation (1), then it determines another filter \( U^F : (D_d)^{Z\infty} \rightarrow (D_m)^{Z\infty} \) and then \( U^F_h = h(U^F) \). The filters \( U^F_h \) and \( U^F \), when they exist, are automatically causal and TI (see [55]). The continuity and the differentiability properties of the state and observation maps \( F \) and \( h \) imply continuity and differentiability for \( U^F_h \) and \( U^F \) under very general hypotheses; see [56] for an in-depth study of this question.

We denote by \( \|\cdot\| \) the Euclidean norm if not stated otherwise and use the symbol \( ||\cdot|| \) for the operator norm with respect to the 2-norms in the target and the domain spaces. Additionally, for any \( z \in (\mathbb{R}^d)^{Z\infty} \) we define \( p \)-norms as
\[
\|z\|_p := \left( \sum_{\tau \in \mathbb{Z}} |z_\tau|^p \right)^{1/p}, \quad \text{for } 1 \leq p < \infty, \quad \text{and } \|z\|_\infty := \sup_{\tau \in \mathbb{Z}} |z_\tau| \text{ for } p = \infty. \]

Given \( M > 0 \), we denote by \( K_M := \{ z \in (\mathbb{R}^d)^{Z\infty} \mid \|z\|_\infty \leq M \text{ for all } t \in \mathbb{Z} \} \). It is easy to see that \( K_M = B_{M} \subset \ell^\infty(\mathbb{R}^d) \), with \( B_M := B(0, M) \), and \( \ell^\infty(\mathbb{R}^d) := \{ z \in (\mathbb{R}^d)^{Z\infty} \mid \|z\|_\infty < \infty \} \). We define \( \tilde{B}_M := B_{M} \cap \ell^1(\mathbb{R}^d) \) with \( \ell^1(\mathbb{R}^d) := \{ z \in (\mathbb{R}^d)^{Z\infty} \mid \|z\|_1 < \infty \} \) and use the same symbol \( \tilde{B}_M \) whenever \( d = 1 \). Additionally, we will write \( L(V, W) \) to refer to the space of linear maps between the real vector spaces \( V \) and \( W \). The following statement is the main approximation result that will be used in the paper.

**Theorem II.1.** Let \( M, L > 0 \) and let \( U : K_M \subset \ell^\infty(\mathbb{R}^d) \rightarrow K_L \subset \ell^\infty(\mathbb{R}^m) \) be a causal and time-invariant fading memory filter whose restriction \( U|_{\tilde{B}_M} \) is analytic as a map between open sets in the Banach spaces \( \ell^\infty(\mathbb{R}^d) \) and \( \ell^\infty(\mathbb{R}^m) \) and satisfies \( U(0) = 0 \). Then, for any \( z \in \tilde{B}_M \) there exists a Volterra series representation of \( U \) given by
\[
U(z)_t = \sum_{j=1}^{\infty} \sum_{m_1=0}^{0} \cdots \sum_{m_j=-\infty}^{0} g_j(m_1, \ldots, m_j)(z_{m_1+t} \otimes \cdots \otimes z_{m_j+t}),
\]
with \( t \in \mathbb{Z} \) and where the map \( g_j : (\mathbb{Z}_-)^j \rightarrow \ell^1(\mathbb{R}^d) \) is given by
\[
g_j(m_1, \ldots, m_j)(e_{i_1} \otimes \cdots \otimes e_{i_j}) = \frac{1}{j!} D^j H_U(0)(e_{m_1}^1, \ldots, e_{m_j}^j),
\]
where, for any \( z_0 \) in some open subset of \( \ell^\infty(\mathbb{R}^d) \), \( D^j H_U(z_0) \) with \( j \geq 1 \) denotes the \( j \)-order Fréchet differential at \( z_0 \) of the functional \( H_U \) associated to the filter \( U \), \( \{e_{i_1}, \ldots, e_{i_j}\} \) is the canonical basis of \( \mathbb{R}^d \) and the sequences \( e_{m_k}^i \in \ell^\infty(\mathbb{R}^d) \) are defined by:
\[
\left( e_{m_k}^i \right)_t := \begin{cases} e_{i_t} \in \mathbb{R}^d, & \text{if } t = m_k, \\
0, & \text{otherwise}. \end{cases}
\]

Moreover, there exists a monotonic decreasing sequence \( w_U \) with zero limit such that, for any \( p, l \in \mathbb{N} \),
\[
\left\| U(z)_t - \sum_{j=1}^{l} \sum_{m_1=-l}^{0} \cdots \sum_{m_j=-l}^{0} g_j(m_1, \ldots, m_j)(z_{m_1+t} \otimes \cdots \otimes z_{m_j+t}) \right\|_p \\
\leq w_U^p + L \left( 1 - \frac{\|z\|_\infty}{M} \right)^{-1} \left( \frac{\|z\|_\infty}{M} \right)^{p+1}.
\]

**A. The signature state-affine system (SigSAS).**

We now show that the filter obtained out of the truncated Volterra series expansion in the expression (5) can be written down as the unique solution of a non-homogeneous state-affine system (SAS) with linear readouts that, as we shall show in Section II-B, has particularly strong universal approximation properties. We first briefly recall how the SAS family is constructed.
Let $\alpha = (\alpha_1, \ldots, \alpha_d)^T \in \mathbb{N}^d$ and $z = (z_1, \ldots, z_d)^T \in \mathbb{R}^d$ and define the monomials $z^\alpha := z_1^{\alpha_1} \cdots z_d^{\alpha_d}$. We denote by $\mathcal{M}_{N_1,N_2}$ the space of real $N_1 \times N_2$ matrices with $N_1, N_2 \in \mathbb{N}$ and use $\mathcal{M}_{N_1,N_2}$ to refer to the space of polynomials in $z \in \mathbb{R}^d$ with matrix coefficients in $\mathcal{M}_{N_1,N_2}$, that is, the set of elements $p$ of the form

$$p(z) = \sum_{\alpha \in V_p} z^\alpha A_{\alpha},$$

with $V_p \subset \mathbb{N}^d$ a finite subset and $A_{\alpha} \in \mathcal{M}_{N_1,N_2}$ the matrix coefficients. A state-affine system (SAS) is given by

$$\begin{cases} x_t = p(z_t)x_{t-1} + q(z_t), \\ y_t = Wx_t, \end{cases} \quad (6)$$

$p \in \mathcal{M}_{N,N}[z], q \in \mathcal{M}_{N,1}[z]$ are polynomials with matrix and vector coefficients, respectively, and $W \in \mathcal{M}_{m,N}$. If we consider inputs in the set $K_M \subset \ell^\infty(\mathbb{R})$, for fixed $l, p \in \mathbb{N}$, we define for any $z \in K_M$ and $t \in \mathbb{Z}_-$,

$$\tilde{z}_t := \sum_{i=1}^{p+1} z_t^{i-1} e_i \in \mathbb{R}^{p+1} \quad \text{and} \quad \bar{z}_t := \tilde{z}_t \otimes \cdots \otimes \tilde{z}_t. \quad (7)$$

Note that $\bar{z}_t$ is the Vandermonde vector [59] associated to $z_t$ and that $\tilde{z}_t$ is a tensor in $T^{l+1}(\mathbb{R}^{p+1})$ whose components in the canonical basis are all the monomials on the variables $z_1, \ldots, z_{l-t}$ that contain powers up to order $p$ in each of those variables, namely

$$\tilde{z}_t = \sum_{i=0}^{p+1} z_t^{i-1} e_1 \otimes \cdots \otimes e_i \otimes e_t \in T^{l+1}(\mathbb{R}^{p+1}). \quad (8)$$

Finally, given $I_0 \subset \{1, \ldots, p+1\}$ an arbitrarily chosen but fixed subset of cardinality higher than 1 that contains the element 1, we define:

$$\bar{z}_t^0 = \sum_{i \in I_0} z_t^{i-1} e_1 \otimes \cdots \otimes e_i \otimes e_t \in T^{l+1}(\mathbb{R}^{p+1}). \quad \text{for } l \text{-times}$$

The next proposition introduces the SigSAS state system for fixed $l, p \in \mathbb{N}$, whose solution is used later on in Theorem II.4 to represent the truncated Volterra series expansions in Theorem II.1 of polynomial degree $p$ and lag $-l$ (see expression (5)).

**Proposition II.2 (The SigSAS system).** Let $M > 0$ and let $l, p \in \mathbb{N}$. Let $0 < \lambda < \min \left\{ 1, 1/\sum_{j=0}^p M^j \right\}$. Consider the state system with uniformly bounded scalar inputs in $K_M = [-M, M]^\mathbb{Z}_-$ and states in $T^{l+1}(\mathbb{R}^{p+1})$ given by the recursion

$$x_t = \lambda \pi_1(x_{t-1}) \otimes \bar{z}_t + z_t^0. \quad (9)$$

This state equation is induced by the state map $F_{\lambda,l,p}^{\text{SigSAS}} : T^{l+1}(\mathbb{R}^{p+1}) \times \mathbb{R} \rightarrow T^{l+1}(\mathbb{R}^{p+1})$ defined by

$$F_{\lambda,l,p}^{\text{SigSAS}}(x, z) := \lambda \pi_1(x) \otimes \bar{z}_t + z_t^0,$$

which is a contraction in the state variable with contraction constant

$$\lambda \tilde{M} < 1, \quad \text{where} \quad \tilde{M} := \sum_{j=0}^p M^j, \quad (11)$$

and hence restricts to a map $F_{\lambda,l,p}^{\text{SigSAS}} : \overline{B}_{1/\lambda}(0, L) \times [-M, M] \rightarrow \overline{B}_{1/\lambda}(0, L)$, with

$$L := \tilde{M}/(1 - \lambda \tilde{M}). \quad (12)$$
This state system has the echo state and the fading memory properties and its continuous, time-invariant, and causal associated filter $U_{\lambda,l,p}^{\text{SigSAS}}: K_M \rightarrow K_L \subset T^{l+1}(\mathbb{R}^{p+1})$ is given by:

$$U_{\lambda,l,p}^{\text{SigSAS}}(z_t) = \lambda^{l+1} \frac{1}{1-\lambda} z_t + \lambda^{l} \pi_1(\pi(\cdots(\pi(\sum_{1 \leq i \leq l} z_{t-(i-1)} \otimes \hat{e}_i + \cdots + \lambda \pi(\sum_{1 \leq i \leq l} z_{t-i+1} \otimes \hat{e}_i)) \otimes \hat{e}_i) \otimes \hat{e}_i)) = A_{\lambda,l,p} z_t.$$  \hspace{1cm} (13)

**Remark II.3.** The state equation (9) is indeed a SAS with states defined in $T^{l+1}(\mathbb{R}^{p+1})$ as it has the same form as the first equality in (6). Indeed, this equation can be written as $x_t = p(z_t|x_{t-1}+q(z_t))$ with $p(z_t)$ and $q(z_t)$ the polynomials in $z_t$ with coefficients in $L(T^{l+1}(\mathbb{R}^{p+1})), T^{l+1}(\mathbb{R}^{p+1}))$ and $T^{l+1}(\mathbb{R}^{p+1})$, respectively, given by:

$$p(z_t|x_{t-1}) := \lambda \pi_1(\pi(\cdots(\pi(\sum_{1 \leq i \leq l} z_{t-(i-1)} \otimes e_i) \otimes e_i) \cdots \otimes e_i \otimes e_i),$$

$$q(z_t) := \hat{z}_t = \sum_{i=0}^{p+1} z_{t-i} e_i \otimes \cdots \otimes e_i \otimes e_i.$$  \hspace{1cm} (14)

**B. The SigSAS approximation theorem**

As we already pointed out, $z_t$ is a vector in $T^{l+1}(\mathbb{R}^{p+1})$ whose components in the canonical basis are all the monomials on the variables $z_{t-1}, \ldots, z_{t-l}$ that contain powers up to order $p$ in each of those variables. Moreover, it is easy to see that all the other summands in the expression (13) of the filter $U_{\lambda,l,p}^{\text{SigSAS}}$ are proportional (with a positive constant) to monomials already contained in $z_t$. This implies the existence of a linear map $A_{\lambda,l,p} \in L(T^{l+1}(\mathbb{R}^{p+1}), T^{l+1}(\mathbb{R}^{p+1}))$ with an invertible matrix representation with non-negative entries such that

$$U_{\lambda,l,p}^{\text{SigSAS}}(z_t) = A_{\lambda,l,p} z_t.$$  \hspace{1cm} (15)

In the sequel we will denote the matrix representation of $A_{\lambda,l,p}$ using the same symbol $A_{\lambda,l,p} \in \mathbb{M}_{N,N}$, $N := (p+1)^{l+1}$. This observation, together with Theorem II.1, can be used to prove the following result.

**Theorem II.4.** Let $M, L > 0$ and let $U : K_M \subset \ell^\infty(\mathbb{R}) \rightarrow K_L \subset \ell^\infty(\mathbb{R}^m)$ be a causal and time-invariant fading memory filter whose restriction $U|_{B_M}$ is analytic as a map between open sets in the Banach spaces $\ell^\infty(\mathbb{R})$ and $\ell^\infty(\mathbb{R}^m)$ and satisfies $U(0) = 0$. Then, there exists a monotonically decreasing sequence $w^U$ with zero limit such that, for any $p, l \in \mathbb{N}$, and any $0 < \lambda < \min \{1, 1/\sum_{j=0}^p M^j \}$, there exists a linear map $W \in L(T^{l+1}(\mathbb{R}^{p+1}), \mathbb{R}^m)$ such that, for any $z \in B_M$:

$$\|U(z_t) - W_{\lambda,l,p}^{\text{SigSAS}}(z_t)\| \leq w^U + L \left(1 - \frac{\|z\|_\infty}{M}\right)^{-1} \left(\frac{\|z\|_\infty}{M}\right)^{p+1}.$$  \hspace{1cm} (16)

**Remark II.5.** Theorem II.4 establishes the strong universality of the SigSAS system in the sense that the state equation of this system is the same for any fading memory filter $U$ that is being approximated, and it is only the linear readout that changes. Nevertheless, we emphasize that the quality of the approximation is not filter independent, as the decreasing sequence $w^U$ in the bound (15) depends on how fast the filter $U$ “forgets” past inputs.

**Remark II.6.** The analyticity hypothesis in the statement of Theorem II.4 can be dropped by using the fact that finite order and finite memory Volterra series are universal approximators in the fading memory category (see [60] and [56, Theorem 31]). In that situation, the bound for the truncation error in (15) does not necessarily apply anymore, in particular its second summand, which is intrinsically linked to analyticity. A generalized bound can be formulated in that case using arguments along the lines of those found in [35].

**III. JOHNSON-LINDENSTRAUSS REDUCTION OF THE SigSAS REPRESENTATION**

The price to pay for the strong universality property exhibited by the signature-state-affine system that we constructed in the previous section, is the potentially large dimension of the tensor space in which this state-space representation is defined. In this section we concentrate on this problem by proposing a dimension reduction strategy which consists in using the random projections in the Johnson-Lindenstrauss Lemma [53] in order to construct a smaller dimensional SAS system with random matrix coefficients (that can be chosen to be sparse). The results contained in the next subsections quantify the increase in approximation error committed when applying this dimensionality reduction strategy.

We start by introducing the Johnson-Lindenstrauss (JL) Lemma [53] and some properties that are needed later on in the presentation. Following this, we spell out how to use it in the dimension reduction of state-space systems in general and of the SigSAS representation in particular.

**A. The JL Lemma and approximate projections**

Given a $N$-dimensional Hilbert space $(V, \langle \cdot, \cdot \rangle)$ and $Q$ a $n$-point subset of $V$, the Johnson-Lindenstrauss (JL) Lemma [53], [61] guarantees, for any $0 < \epsilon < 1$, the existence of a linear map $f : V \rightarrow \mathbb{R}^k$, with $k \in \mathbb{N}$ satisfying

$$k \geq \frac{24 \log n}{3 \epsilon^2 - 2 \epsilon^3},$$  \hspace{1cm} (17)

that respects $\epsilon$-approximately the distances between the points in the set $Q$. More specifically,

$$(1-\epsilon) \|v_1 - v_2\|^2 \leq \|f(v_1) - f(v_2)\|^2 \leq (1+\epsilon) \|v_1 - v_2\|^2,$$  \hspace{1cm} (18)

for any $v_1, v_2 \in Q$. The norm $\|\cdot\|$ in $\mathbb{R}^k$ comes from an inner product that makes it into a Hilbert space or, in other words, it satisfies the parallelogram identity. This remarkable result is even more so in connection with further developments that guarantee that the linear map $f$ can be randomly chosen [61]– [63] and, moreover, within a family of sparse transformations [64], [65] (see also [66]).

In the developments in this paper, we use the original version of this result in which the JL map $f$ is realized by a matrix $A \in \mathbb{M}_{k,N}$ whose entries are such that

$$A_{ij} \sim \mathcal{N}(0, 1/k).$$  \hspace{1cm} (19)
It can be shown that with this choice, the probability of the relation (17) to hold for any pair of points in $Q$ is bounded below by $1/n$.

**Lemma III.1.** Let $(V, \|\cdot\|)$ be a normed space and let $Q$ be a (finite or infinite countable) subset of $V$. Define $\|\cdot\|_Q : \text{span} \{Q\} \to \mathbb{R}_+$ by

$$\|v\|_Q := \inf \left\{ \frac{\text{Card} Q}{\sum_{j=1}^{\text{Card} Q} \lambda_j |v_j|} \mid \sum_{j=1}^{\text{Card} Q} \lambda_j v_j = v, v_j \in Q \right\}.$$  

(i) $\|\cdot\|_Q$ defines a seminorm in $\text{span} \{Q\}$. If

$$M_Q := \sup \{ \|v_i\| \mid v_i \in Q \}$$

is finite, then $\|\cdot\|_Q$ is a norm.

(ii) $\|v\| \leq \|v\|_Q M_Q$, for any $v \in \text{span} \{Q\}$.

(iii) Let $Q_1, Q_2$ be subsets of $V$ such that $Q_1 \subset Q_2$. Then

$$\|v\|_{Q_1} \leq \|v\|_{Q_2}, \text{ for any } v \in \text{span} \{Q_1\}.$$  

**Remark III.2.** If the hypothesis $M_Q < \infty$ is dropped in part (i) of Lemma III.1, then $\|\cdot\|_Q$ is in general not a norm as the following example shows. Take $V = \mathbb{R}$ and $v_i = i, i \in \mathbb{N}$. It is easy to see that, in this setup,

$$\|1\|_Q = \inf \left\{ \frac{1}{i} \mid i \in \mathbb{N} \right\} = 0.$$  

**Proposition III.3.** Let $Q$ be a set of points in the Hilbert space $(V, \langle \cdot, \cdot \rangle)$ with $M_Q := \sup \{ \|v_i\| \mid v_i \in Q \} < \infty$ such that $Q := \{ -v \mid v \in Q \} = Q$. Let $\epsilon > 0$, let $f : V \to \mathbb{R}^k$ be a linear map that satisfies the Johnson-Lindenstrauss property (17) with respect to $\epsilon$, and let $f^* : \mathbb{R}^k \to V$ the adjoint map with respect to a fixed inner product $\langle \cdot, \cdot \rangle$ in $\mathbb{R}^k$. Then,

$$\| (w_1, (I_v - f^* \circ f) (w_2)) \| \leq \epsilon M_Q^2 \|w_1\|_Q \|w_2\|_Q,$$  

for any $w_1, w_2 \in \text{span} \{Q\}$.  

**Corollary III.4.** In the hypotheses of the previous proposition, let

$$C_Q := \inf_{\epsilon \in \mathbb{R}^+} \left\{ \|v\|_Q \leq \epsilon \|v\|, \text{ for all } v \in \text{span} \{Q\} \right\}.$$  

Then, for any $v \in \text{span} \{Q\}$ such that $(f^* \circ f)(v) \in \text{span} \{Q\}$, we have

$$\| (I_v - f^* \circ f) (v) \| \leq \epsilon M_Q^2 C_Q^2 \|v\|.$$  

This corollary is just a consequence of the inequality (20) that guarantees that

$$\| (I_v - f^* \circ f) (v) \|^2 \leq \epsilon M_Q^2 \| (I_v - f^* \circ f) (v) \|_Q \|v\|_Q \leq \epsilon M_Q^2 C_Q^2 \| (I_v - f^* \circ f) (v) \|_Q \|v\|,$$  

which yields (22).

**B. Johnson-Lindenstrauss projection of state-space dynamics**

The next result shows how, when the dimension $k$ of the target of the JL map $f$ determined by (16) is chosen so that this map is generically surjective, then any contractive state-space system with states in the domain of $f$ can be projected onto another one with states in its smaller dimensional image. This result also shows that if the original system has the ESP and the FMP, then so does the projected one. Additionally, it gives bounds that quantify the dynamical differences between the two systems.

**Theorem III.5.** Let $F_\rho : \mathbb{R}^N \times D_d \to \mathbb{R}^N$ be a one-parameter family of continuous state maps, where $D_d \subset \mathbb{R}^d$ is a compact subset, $0 < \rho < 1$, and $F_\rho$ is a $\rho$-contraction on the first component. Let $Q$ be a $n$-point spanning subset of $\mathbb{R}^N$ satisfying $-Q = Q$. Let $f : \mathbb{R}^N \to \mathbb{R}^k$ be a JL map that satisfies (17) with $0 < \epsilon < 1$ where the dimension $k$ has been chosen so that $f$ is generically surjective. Then:

(i) Let $F_\rho^f : \mathbb{R}^k \times D_d \to \mathbb{R}^k$ be the state map defined by:

$$F_\rho^f(x, z) := f(F_\rho(f^*(x), z)),$$  

for any $x \in \mathbb{R}^k$ and $z \in D_d$. If the parameter $\rho$ is chosen so that

$$\rho < 1/\|f\|^2,$$  

then $F_\rho^f$ is a contraction on the first entry. The symbol $\|\cdot\|$ in (24) denotes the operator norm with respect to the 2-norms in $\mathbb{R}^N$ and $\mathbb{R}^k$.

(ii) Let $V_k := f^*(\mathbb{R}^K) \subset \mathbb{R}^N$ and let $F_\rho^f : V_k \times D_d \to V_k$ be the state map with states on the vector space $V_k$, defined by:

$$F_\rho^f(x, z) := f^* (F_\rho(f^*(x), z)) = f^* f(F_\rho(x, z)),$$  

for any $x \in V_k$ and $z \in D_d$. If the contraction parameter satisfies (24) then $F_\rho^f$ is also a contraction on the first entry. Moreover, the restricted linear map $f^* : \mathbb{R}^k \to V_k$ is a state-map equivariant linear isomorphism between $F_\rho^f$ and $F_\rho^f$.

(iii) Suppose, additionally, that there exist two constants $C, C_f > 0$ such that the state spaces of the state maps $F_\rho$ and $F_\rho^f$ can be restricted as $F_\rho : B_{\|\cdot\|}(0, C) \times D_d \to B_{\|\cdot\|}(0, C_f)$ and $F_\rho^f : B_{\|\cdot\|}(0, C_f) \times D_d \to B_{\|\cdot\|}(0, C_f)$. Then, both $F_\rho$ and $F_\rho^f$ have the ESP and have unique FMP associated filters $U_\rho : (D_d)^{\mathbb{Z}_-} \to K_C$ and $U_\rho^f : (D_d)^{\mathbb{Z}_-} \to K_{C_f}$, respectively. The state map $F_\rho^f : f^* (B_{\|\cdot\|}(0, C_f)) \times D_d \to f^* (B_{\|\cdot\|}(0, C_f))$ is isomorphic to the restricted version of $F_\rho^f$, also has the ESP and a FMP associated filter $U_\rho^f : (D_d)^{\mathbb{Z}_-} \to (f^* (B_{\|\cdot\|}(0, C_f)))^{\mathbb{Z}_-}$. The state map $F_\rho^f$ and the filter $U_\rho^f$ are called the JL projected versions of $F_\rho$ and $U_\rho$, respectively.

(iv) In the hypotheses of the previous point, for any $z \in (D_d)^{\mathbb{Z}_-}$ and $t \in \mathbb{Z}_+:

$$\|U_\rho(z)_t - U_\rho^f(z)_t\| \leq \epsilon^{1/2} CM_Q C_Q \left(1 + \frac{\|f\|^2}{1 - \rho}\right)^{1/2},$$  

where $M_Q$ and $C_Q$ are given by (19) and (21), respectively. Alternatively, it can also be shown that:

$$\|U_\rho(z)_t - U_\rho^f(z)_t\| \leq \epsilon C_M^2 C_Q^2 \frac{1}{1 - \rho}.$$  

(27)
Let $R > \max \{1/\|f\|_2^2, 1\}$ and set $\rho = 1/(R\|f\|_2^2)$. Then, the elements in the set $Q$ can be chosen so that the bounds in (26) and (27) reduce to

$$c^{1/2}N^{3/4}C \left(1 + \|f\|^2\right)^{1/2} \frac{R\|f\|^2}{R\|f\|^2 - 1}$$

and

$$cNC \frac{R\|f\|^2}{R\|f\|^2 - 1},$$

respectively.

\[ (v) \] The Johnson-Lindenstrauss reduced SigSAS system

We now use the previous theorem to spell out the Johnson-Lindenstrauss projected version of SigSAS approximations and to establish error bounds analogous to those introduced in (28) and (29). Given that Theorem III.5 is formulated using the one and the two-norms in Euclidean spaces and Proposition II.2 defines the SigSAS system on a tensor space endowed with an unspecified cross-norm, we notice that those two frameworks can be matched by using the norms $\|\cdot\|$ and $\|\cdot\|_1$ in $T^{t+1}(\mathbb{R}^{p+1})$ given by

$$\|v\|^2 := \sum_{i_1, \ldots, i_{t+1}=1}^{p+1} \lambda_{i_1, \ldots, i_{t+1}}, \quad \|v\|^1_1 := \sum_{i_1, \ldots, i_{t+1}=1}^{p+1} |\lambda_{i_1, \ldots, i_{t+1}|},$$

with $v = \sum_{i_1, \ldots, i_{t+1}=1}^{p+1} \lambda_{i_1, \ldots, i_{t+1}} e_{i_1} \otimes \cdots \otimes e_{i_{t+1}}$ and

$$\{e_1 \otimes \cdots \otimes e_{t+1} | i_1, \ldots, i_{t+1} \in \{1, \ldots, p+1\}\}$$

the canonical basis in $T^{t+1}(\mathbb{R}^{p+1})$. It is easy to check that these two norms are cross-norms and that $\|\cdot\|$ is the norm associated to the inner product defined by the extension by bilinearity of the assignment

$$\langle e_{i_1} \otimes \cdots \otimes e_{i_{t+1}} \otimes e_{j_1} \otimes \cdots \otimes e_{j_{t+1}} \rangle := \delta_{i_1 j_1} \cdots \delta_{i_{t+1} j_{t+1}},$$

that makes $(T^{t+1}(\mathbb{R}^{p+1}), \langle \cdot, \cdot \rangle)$ into a Hilbert space, a feature that is needed to use the Johnson-Lindenstrauss Lemma.

**Corollary III.6.** Let $M > 0$ and let $(F^{\text{SigSAS}}_{\lambda, l,p}, W)$ be the SigSAS system that approximates a causal and TI filter $U : K_M \rightarrow \mathbb{C}^m$, as introduced in Theorem II.4. Let $N := (p + 1)^{t+1}$, $M$ as in (11), and let $0 < \epsilon < 1$. Let $f : \mathbb{R}^N \rightarrow \mathbb{R}$ be a JL map that satisfies (17), where the dimension $k$ has been chosen to make $f$ generically surjective. Then, for any $R > \max \{1/\|f\|_2^2, 1/(M\|f\|^2), 1\}$, $\lambda := 1/(RM\|f\|^2)$, and $L$ as in (12), there exists a JL reduced version $F^{\text{SigSAS}}_{\lambda, l,p,f} : f^* (B_{\|f\|, (0, L)^t}) \times [-M, M] \rightarrow f^* (B_{\|f\|, (0, L)^t}), with$ $L_f := \tilde{M}\|f\|_2^2 \left(1 - \lambda M\|f\|^2\right)$, that has the ESP and a unique FMP associated filter $U^{\text{SigSAS}}_{\lambda, l,p,f} : K_M \rightarrow (f^* (B_{\|f\|, (0, L)^t}))^\mathbb{C}^m$. Moreover, we have that

$$\begin{aligned}
\left\|W U^{\text{SigSAS}}_{\lambda, l,p} (z) - W U^{\text{SigSAS}}_{\lambda, l,p,f} (z)\right\| &
\leq \|W\| e^\frac{1}{2} N^\frac{1}{2} \left(1 + \|f\|_2^2\right)^{\frac{1}{2}} \frac{\tilde{M} R^2 \|f\|^4}{(R\|f\|^2 - 1)^2},
\end{aligned}$$

for any $z \in K_M$ and $t \in \mathbb{Z}_{\geq 0}$, and where $W := W \circ i_k \in \mathbb{M}_{m,k}$, with $i_k : f \circ f (T^{t+1}(\mathbb{R}^{p+1})) \rightarrow T^{t+1}(\mathbb{R}^{p+1})$ the inclusion.

This result shows that causal and time-invariant filters can be approximated by JL reduced SigSAS systems. The goal in the following paragraphs consists in showing that such systems are just SAS systems with randomly drawn matrix coefficients and, additionally, in precisely spelling out the law of their entries. These facts show precisely that a large class of filters can be learnt just by randomly generating a SAS and by tuning a linear readout layer for each individual filter that needs to be approximated. We emphasize that the JL reduced randomly generated SigSAS system is the same for the entire class of FMP filters that are being approximated and that only the linear readout depends on the individual filter that needs to be learnt, which amounts to the strong universality property that we discussed in the Introduction and in Section II-A. As in Remark II.5, we recall that the quality of the approximation using a JL reduced random SigSAS system may change from filter to filter because of the dependence on the sequence $w^U$ in the bound (15) and the presence of the linear readout $W$ in (30) and (31).

The next statement needs the following fact that is known in the literature as Gordon’s Theorem (see [67, Theorem 5.32 and references therein]): given a random matrix $A \in \mathbb{M}_{n,m}$ with standard Gaussian IID entries, we have that

$$E \|A\| \leq \sqrt{n} + \sqrt{m}.$$

Additionally, the element $\hat{z}^0 \in T^{t+1}(\mathbb{R}^{p+1})$ introduced in (8) for the construction of the SigSAS system will be chosen in a specific randomized way in this case. Indeed, this time around, we replace (8) by

$$\hat{z}^0 = r \sum_{i=0}^{2^t} z_i \otimes \cdots \otimes z_1 \otimes e_i,$$

where $r$ is a Rademacher random variable that is chosen independent from all the other random variables that will appear in the different constructions. If we take in $T^{t+1}(\mathbb{R}^{p+1})$ the canonical basis in lexicographic order, the element $\hat{z}^0$ can be written as the image of a linear map as

$$\begin{aligned}
\hat{z}^0 &= r C^{I_0} (1, z_1, \ldots, z_p)^T, \quad \text{with}
\end{aligned}$$

$$\begin{aligned}
C^{I_0} &:= \left( S^c \otimes \left( Q_{(p+1)!/(p+1)!-1} \right) \right) \in \mathbb{M}_{(p+1)!+1, p+1},
\end{aligned}$$

and $S^c \in \mathbb{M}_{p+1}$ a diagonal selection matrix with the elements given by $S^c_{ii} = 1$ if $i \in I_0$, and $S^c_{ii} = 0$ otherwise.

**Theorem III.7.** Let $M > 0$, let $\tilde{M}$ as in (11), $l, p, k \in \mathbb{N}$, and define $N := (p + 1)^{t+1}$, $N_0 := (p + 1)^t$. Consider a SigSAS state map $F^{\text{SigSAS}}_{\lambda, l,p} : T^{t+1}(\mathbb{R}^{p+1}) \times [-M, M] \rightarrow T^{t+1}(\mathbb{R}^{p+1})$ of the type introduced in (10) and defined by choosing the non-homogeneous term $\hat{z}^0$ as in (33). Let now $f : \mathbb{R}^N \rightarrow \mathbb{R}$ be
a JL projection randomly drawn according to (18). Let δ > 0 be small enough so that
\[
\lambda_0 := \frac{\delta}{2M} \sqrt{\frac{k}{N_0}} < \min \left\{ \frac{1}{M}, \frac{1}{M\|f\|^2} \right\}. \tag{35}
\]

Then, the JL reduced version \(F_{\lambda_0,l,p,f}^{\text{SigSAS}}\) of \(I_{\lambda_0,l,p,f}^{\text{SigSAS}}\) has the ESP and the FPM with probability at least \(1 - \delta\) and, in the limit \(N_0 \to \infty\), it is isomorphic to the family of randomly generated SAS systems \(F_{\lambda_0,l,p,f}^{\text{SigSAS}}\) with states in \(\mathbb{R}^k\) and given by
\[
F_{\lambda_0,l,p,f}^{\text{SigSAS}}(x,z) = \sum_{i=1}^{p+1} z^{i-1} A_i x + B (1, z, \ldots, z^p)^\top, \tag{36}
\]
where \(A_1, \ldots, A_{p+1} \in \mathbb{M}_k\) and \(B \in \mathbb{M}_{k,p+1}\) are random matrices whose entries are drawn according to:
\[
(A_1)_{j,m}, \ldots, (A_{p+1})_{j,m} \sim N \left(0, \frac{\delta^2}{4kM^2} \right), \tag{37}
\]
\[
B_{j,m} \sim \begin{cases} N(0, \frac{1}{\delta^2}) & \text{if } m \in I_0, \\ 0 & \text{otherwise.} \end{cases} \tag{38}
\]

All the entries in the matrices \(A_1, \ldots, A_{p+1}\) are independent random variables. The entries in the matrix \(B\) are independent from each other and they are decorrelated and asymptotically independent (in the limit as \(N_0 \to \infty\)) from those in \(A_1, \ldots, A_{p+1}\).

We conclude with a result that uses in a combined manner the SigSAS Approximation Theorem II.4 with its JL reduction in Corollary III.6, as well as its SAS characterization with random coefficients in Theorem III.7. This statement shows that in order to approximate a large class of sufficiently regular random variables. The entries in the matrix \(B\) are independent from each other and they are decorrelated and asymptotically independent (in the limit as \(N_0 \to \infty\)) from those in \(A_1, \ldots, A_{p+1}\).

**Theorem III.8.** Let \(M, L > 0\) and let \(U : K_M \subset \ell^\infty(\mathbb{R}) \to K_L \subset \ell^\infty(\mathbb{R}^m)\) be a causal and time-invariant fading memory filter that satisfies the hypotheses in Theorem II.4. Fix now \(l, p, k \in \mathbb{N}\) and \(\delta > 0\) small enough so that (35) holds. Construct now the SAS system with states in \(\mathbb{R}^k\) given by
\[
F_{\lambda_0,l,p,f}^{\text{SigSAS}}(x,z) = \sum_{i=1}^{p+1} z^{i-1} A_i x + B (1, z, \ldots, z^p)^\top, \tag{39}
\]
with matrix coefficients randomly generated according to the laws spelled out in (37) and (38).

If \(p\) and \(l\) are large enough, then the SAS system \(F_{\lambda_0,l,p,f}^{\text{SigSAS}}\) has the ESP and the FPM with probability at least \(1 - \delta\). In that case \(F_{\lambda_0,l,p,f}^{\text{SigSAS}}\) has a filter \(U_{\lambda_0,l,p,f}^{\text{SigSAS}}\) associated and there exists a monotonically decreasing sequence \(w_t^U\) with zero limit and a linear map \(\overline{W} \in L(\mathbb{R}^k, \mathbb{R}^m)\) such that for any \(z \in \overline{B_M}\) it holds that
\[
\left\| U(z) - \overline{W} U_{\lambda_0,l,p,f}^{\text{SigSAS}}(z) \right\| \leq w_t^U + L \left( 1 - \frac{\|z\|_\infty}{M} \right)^{-1} \left( \frac{\|z\|_\infty}{M} \right)^{p+1} I_{l,p}, \tag{40}
\]
where \(I_{l,p}\) is either
\[
I_{l,p} := \left\| W \left( \frac{\|f\|^2}{M} \right)^{\frac{1}{2}} \left( 1 - \frac{\delta}{2} \sqrt{\frac{k}{N_0}} \right)^{\frac{1}{2}} \right\| \text{ or } \left( 1 - \frac{\delta}{2} \sqrt{\frac{k}{N_0}} \right)^{\frac{1}{2}}. \tag{41}
\]

In these expressions \(W \in L(T^{l+1}(\mathbb{R}^p+1), \mathbb{R}^m)\) is a linear map such that \(\overline{W} = W \circ f^*, N = (p+1)^{l+1}, M\) is defined in (11), and \(0 < \epsilon < 1\) satisfies (16) with \(n\) replaced by \(N\).

**IV. Numerical illustration**

In order to illustrate the main contributions of the paper, we consider an IO system given by the so-called generalized autoregressive conditional heteroskedastic (GARCH) model [68], [69]. GARCH is a popular discrete-time process in time series analysis which is used in the econometrics literature and by practitioners to model and forecast the dynamics of conditional volatilities in financial time series. More specifically, the GARCH(1,1) model is given by
\[
\begin{align*}
y_t &= \sigma_t z_t, \quad z_t \sim N(0,1), \\
\sigma_t^2 &= \omega + \alpha y_{t-1}^2 + \beta \sigma_{t-1}^2, \quad t \in \mathbb{Z},
\end{align*} \tag{42}
\]
where \(\omega > 0, \alpha, \beta \geq 0, \alpha + \beta < 1\) (see [70] for a careful discussion of the properties of GARCH processes). The IO system is driven by the input innovations \(\{z_t\}_{t \in \mathbb{Z}}\) and the observations \(\{y_t\}_{t \in \mathbb{Z}}\) represent its output. In the experiment we use \(\omega = 0.0001, \alpha = 0.1, \beta = 0.87\) and in order to learn the corresponding IO system we construct: (i) a SigSAS system as in Proposition II.2; (ii) a JL reduced SigSAS system as in Corollary III.6; (iii) a randomly generated SAS as in Theorem III.7. For all the systems, the corresponding readout maps are obtained by a linear regression. Figure 1 illustrates the result in Theorem II.4 and shows that the SigSAS approximation error decreases with \(N\). Figure 2 shows that the approximation errors committed by both the JL reduced SigSAS and its randomly generated analogue decrease as the JL dimension \(k\) increases. We emphasize that the mean errors are computed using 160 randomly drawn instances of these two reduced SigSAS systems and note that the errors reported in this figure for the two systems are visually indistinguishable. We remind that even though the result of Theorem III.7 is proved to hold in the limit as \(N_0 = (p+1)^l \to \infty\), it is clear from this particular example that even for moderately small \(N_0 = (p = 8 \text{ and } l = 3)\) randomly generated small-dimensional SigSAS can excel in learning a given IO system.

The implications of the strong universality features of the randomly generated SAS systems are far-reaching in terms of their empirical performance since, as we already emphasized several times, it is only the linear readout that is tuned for each individual IO system of interest. In particular, this opens door to multi-task learning (when different components of the readout are trained for different tasks in parallel) and to new hardware implementations of these randomized SAS systems.
Fig. 1. Box plots for the training mean squared errors (all MSE values are multiplied by 1e+4 for convenience) committed by SigSAS systems in the modeling of GARCH realizations for increasing N, where each \( N = (p + 1)^{l+1} \) is computed using pairs \( (p, l) \), \( p = \{1, \ldots, 8\} \), \( l = \{1, 2, 3\} \). The distribution of errors is constructed using 200 GARCH paths of length 10000 and \( I_0 = \{1, 2\} \) in the SigSAS prescription. The seemingly slow decay of the MSE values with \( N \) is due to linear regression problems which are ill-conditioned for large \( N \) and which would require adequate regularization.

Fig. 2. Box plots for the distributions of training mean squared errors (all MSE values are multiplied by 1e+4 for convenience) committed by 160 instances of randomly JL reduced SigSAS systems and randomly generated SAS systems according to Theorem III.7. The MSEs are computed with respect to one given GARCH path of length 7000 for different values of \( k \). For each \( k \), the box plots corresponding to the two systems are plotted next to each other to ease comparison (JL SigSAS in blue and random SAS in magenta). The subplot in the upper right corner shows a comparison of a part of this GARCH path for \( t = 1, \ldots, 100 \) and its approximations using a JL SigSAS and a randomly generated SAS system with \( k = 10 \).

V. CONCLUSION

Reservoir computing capitalizes on the remarkable fact that there are learning systems that attain universal approximation properties without requiring that all their parameters are estimated using a supervised learning procedure. These untrained parameters are mostly of the time randomly generated and it is only an output layer that needs to be estimated using a simple functional prescription. This phenomenon has been explained for static (extreme learning machines [30]) and dynamic (echo state networks [34], [35]) neural paradigms and its performance has been quantified using mostly probabilistic methods.

In this paper, we have concentrated on a different class of reservoir computing systems, namely the state-affine (SAS) family. The SAS class was introduced and proved universal in [36] and we have shown here that the possibility of randomly constructing these systems and at the same time preserving their approximation properties is of geometric nature. The rationale behind our description relies on the following points:

- Any analytic filter can be represented as a Volterra series expansion. When this filter is additionally of fading memory type, the truncation error can be easily quantified.
- Truncated Volterra series admit a natural state-space representation with linear observation equation in a conveniently chosen tensor space. The state equation of this representation has a strong universality property whose unique solution can be used to approximate any analytic fading memory filter just by modifying the linear observation equation. We refer to this strongly universal filter as the SigSAS system.
- The random projections of the SigSAS system yield SAS systems with randomly generated coefficients in a potentially much smaller dimension which approximately preserve the good properties of the original SigSAS system. The loss in performance that one incurs because of the projection mechanism can be quantified using the Johnson-Lindenstrauss Lemma.

These observations, together with the numerical experiment, collectively show that SAS reservoir systems with randomly chosen coefficients exhibit excellent empirical performances in the learning of fading memory input/output systems because they approximately correspond to very high-degree Volterra series expansions of those systems.

APPENDIX

A. Proof of Theorem II.1

The representation (3) is a straightforward multivariate generalization of Theorem 29 in [56]. For any \( z \in B_M \) and any \( p, l \in N \) define

\[
U^{l,p}(z)_{t} := \sum_{j=1}^{p} \sum_{m_{1} = -l}^{0} \cdots \sum_{m_{j} = -l}^{0} g_{j}(m_{1}, \ldots, m_{j}) (z_{m_{1}+i} \otimes \cdots \otimes z_{m_{j}+i}).
\]

Now, for any \( z \in B_M \) and \( t_1, t_2 \in \mathbb{Z}_+ \) such that \( t_2 \leq t_1 \), define the sequence \( z_{t_2}^{1} \in B_M \) by \( z_{t_2}^{1} : = (\ldots, 0, z_{t_2}, \ldots, z_{t_1}) \). Additionally, for any \( u \in \mathbb{R}^{d} \) and any \( z \in \mathbb{R}^{d} \), the symbol \( u z_{t}^{1} \in \mathbb{R}^{d} \), \( t \in \mathbb{N}^{+} \), denotes the concatenation of the left-shifted vector \( u \) with the truncated vector \( z_{t}^{1} : = (z_{1}, \ldots, z_{t}) \) obtained out of \( z \). With this notation, we now show (5). By the triangle inequality and the time-invariance of \( U \), for any \( z \in B_M \) we have

\[
\| U(z)_{t} - U^{l,p}(z)_{t} \| \leq \| U(z)_{t} - U^{l,\infty}(z)_{t} \| + \| U^{l,\infty}(z)_{t} - U^{l,p}(z)_{t} \|
\]

\[
= \sum_{j=1}^{\infty} \sum_{m_{1} = -l}^{j-1} \cdots \sum_{m_{j} = -l}^{j-1} g_{j}(m_{1}, \ldots, m_{j}) (z_{m_{1}+t} \otimes \cdots \otimes z_{m_{j}+t})
\]

\[
+ \| U(z_{t}^{1})_{0} - U^{l,p}(z_{t}^{1})_{0} \|
\]

\[
= \| U(z_{t}^{1})_{0} - U^{l,p}(z_{t}^{1})_{0} \| + \| U^{l,\infty}(z_{t}^{1})_{0} - U^{l,p}(z_{t}^{1})_{0} \|, \tag{43}
\]

where the symbol \( O_{t,1} \) stands for a \( l+1 \)-tuple of the element \( 0 \in \mathbb{R}^{d} \). The second summand of this expression can be bounded using the Taylor bound provided in [56, Theorem 29]. As to the first summand, we shall use the input forgetting property that the filter \( U \) exhibits since, by hypothesis, has the FMP. More specifically, if we apply Theorem 6 in [56] to the FMP filter \( U : K_{M} \rightarrow F^{\infty}(\mathbb{R}^{M}) \), we can conclude the existence of a monotonically decreasing sequence \( u_{l}^{0} \) with zero limit such that for any \( l \in \mathbb{N} \)

\[
\| U(z_{t}^{1})_{0} - U^{l,p}(z_{t}^{1})_{0} \| = \| U(z_{t}^{1})_{0} - U(0;0) \| \leq u_{l}^{0}.
\]

These two arguments substituted in (43) yield the bound in (5).

B. Proof of Proposition II.2

The map \( F_{\lambda,p}^{\Sigma_{SAS}} : T^{l+1}(\mathbb{R}^{d+1}) \times [-M, M] \rightarrow T^{l+1}(\mathbb{R}^{d+1}) \) is clearly continuous and, additionally, it is a contraction in its first component. Indeed, let \( x_{1}, x_{2} \in T^{l+1}(\mathbb{R}^{d+1}) \) and let \( z \in [-M, M] \) be arbitrary. Notice first that

\[
\| z \| = \sum_{i=1}^{d+1} z_{i}^{2} \leq 1 + M + \cdots + M^{p} =: \tilde{M}.
\]
It is easy to see that for any $\lambda < 1$, the system has the ESP and the DISCRETE-TIME SIGNATURES AND RANDOMNESS IN RESERVOIR COMPUTING.

Theorem 12, imply that the corresponding state system has the ESP and the DISCRETE-TIME SIGNATURES AND RANDOMNESS IN RESERVOIR COMPUTING.

If we use in this equality the relation (44) and the fact that $\|\pi_1\| = 1$, we can conclude that:

$$\left\| F_{\lambda, M} (x_1, z) - F_{\lambda, M} (x_2, z) \right\| = \lambda \left\| \pi_1 (x_1 - x_2) \right\| \left\| \tilde{z} \right\| .$$

(45)

The hypothesis $\lambda < 1 / M$ implies that $F_{\lambda, M} (p, z)$ is a contraction and establishes (11). Additionally, $\|\tilde{z}\| = \sum_{i=0}^{p} (1 + 1 + M + \cdots + M^k = M^k$, which implies that:

$$\left\| F_{\lambda, M} (p, z) \right\| \leq M^k, \quad \text{for all } z \in [-M, M],$$

and hence by [71, Remark 2] we can conclude that $F_{\lambda, M} (p, z)$ restricts to a map $F_{\lambda, M} (p, z): B_{\lambda, M} \rightarrow B_{\lambda, M}$, for any $\lambda > M/(1 - \lambda M)$. Finally, the contracitivity condition established in [45] and [56, Theorem 12], imply that the corresponding state system has the ESP and the FMP. We now show that its unique solution is given by (13). First, it is easy to see that by iterating the recursion (9) twice and three times, one obtains:

$$x_t = \lambda^2 \pi_1 (\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1}) \otimes \tilde{z} + \lambda \pi_1 (\tilde{z}_{t-1}) \otimes \tilde{z} + \tilde{z}^0.$$  

More generally, after $(l + 1)$ iterations one obtains,

$$x_t = \lambda^{l+1} \pi_1 (\cdots (\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1}) \otimes \cdots \otimes \tilde{z} + \lambda \pi_1 (\tilde{z}_{t-1}) \otimes \tilde{z} + \tilde{z}^0.$$  

Consequently, in order to establish (13) it suffices to show that:

$$\lambda^{l+1} \pi_1 (\cdots (\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1}) \otimes \cdots \otimes \tilde{z} + \lambda \pi_1 (\tilde{z}_{t-1}) \otimes \tilde{z} + \tilde{z}^0 \otimes \tilde{z} + \tilde{z}^0.$$  

(47)

We show this equality by writing:

$$x_t = \sum_{i_1, \ldots, i_{l+1}=1}^{p+1} a_{i_1, \ldots, i_{l+1}} \pi_1 (\cdots (\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1}) \otimes \cdots \otimes \tilde{z} + \lambda \pi_1 (\tilde{z}_{t-1}) \otimes \tilde{z} + \tilde{z}^0 \otimes \tilde{z} + \tilde{z}^0.$$  

(48)

Now, noticing that using (48), we can write:

$$\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1} = \sum_{j_1=1}^{p+1} a_{j_1} \pi_1 (\cdots (\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1}) \otimes \cdots \otimes \tilde{z} + \lambda \pi_1 (\tilde{z}_{t-1}) \otimes \tilde{z} + \tilde{z}^0 \otimes \tilde{z} + \tilde{z}^0.$$  

If we repeat this procedure $l + 1$ times, we obtain that:

$$\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1} = \sum_{j_1=1}^{p+1} a_{j_1} \pi_1 (\cdots (\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1}) \otimes \cdots \otimes \tilde{z} + \lambda \pi_1 (\tilde{z}_{t-1}) \otimes \tilde{z} + \tilde{z}^0 \otimes \tilde{z} + \tilde{z}^0.$$  

(49)

C. Proof of Theorem II.4

It is a straightforward corollary of Theorem II.1 and of the expression (13) of the filter $\tilde{F}_{\lambda, M}$. The linear map $W$ is constructed by matching the coefficients $q_j (m_1, \ldots, m_j)$ of the truncated Volterra series representation of $U$ up to polynomial degree $p$ with the terms of the filter $U_{\lambda, M} (z)$ in the canonical basis of $T_{l+1} (R^p)$. More specifically, $W \in L (T_{l+1} (R^p), R^m)$ is the linear map that satisfies:

$$W_{\lambda, M} (z) = \sum_{j=0}^{p} \sum_{m_j=0}^{m_j} q_j (m_1, \ldots, m_j) z_{m_1 + \cdots + m_j}.$$  

(50)

for any $z \in K_M, t \in Z$, where the right hand side of this equality is the truncated Volterra series expansion of $U$, available by Theorem II.1. The equality (50) does determine $W$ because by (14), it is equivalent to:

$$W_{\lambda, M} (z) = \sum_{j=0}^{p} \sum_{m_j=0}^{m_j} q_j (m_1, \ldots, m_j) z_{m_1 + \cdots + m_j}.$$  

Consequently, in order to establish (14) and that $W_{\lambda, M} (z)$ is constructed by:

$$W_{\lambda, M} (z) = \sum_{j=0}^{p} \sum_{m_j=0}^{m_j} q_j (m_1, \ldots, m_j) z_{m_1 + \cdots + m_j}.$$  

(51)

As (51) specifies the image of a basis by the map $W_{\lambda, M} (z)$ and $A_{\lambda, M} (z)$ is invertible, then (51) and consequently (50) fully determine $W$. The bound in (15) is then a consequence of (50) and (51) in Theorem II.1.  

D. Proof of Lemma III.1

(i) It is obvious that if $v = 0$ then $\|v\|_Q = 0$ and that $\|av\|_Q = |a| \|v\|_Q$, for all $a \in R$ and $v \in \mathcal{Q}$. Let now $w_1, w_2 \in \mathcal{Q}$ and $C_q := Card(Q)$. Given that:

$$\inf \left\{ \sum_{j=1}^{C_q} |\lambda_j + \lambda_j^2| \sum_{j=1}^{C_q} \lambda_j v_j = w_1, \sum_{j=1}^{C_q} \lambda_j^2 v_j = w_2, v_j \in Q \right\} \geq \inf \left\{ \sum_{j=1}^{C_q} |\lambda_j|, \sum_{j=1}^{C_q} \lambda_j v_j = w_1, \sum_{j=1}^{C_q} \lambda_j^2 v_j = w_2, v_j \in Q \right\},$$

we can conclude that:

$$\|w_1 + w_2\|_Q \leq \inf \left\{ \sum_{j=1}^{C_q} |\lambda_j + \lambda_j^2| \sum_{j=1}^{C_q} \lambda_j v_j = w_1, \sum_{j=1}^{C_q} \lambda_j^2 v_j = w_2, v_j \in Q \right\} \leq \inf \left\{ \sum_{j=1}^{C_q} |\lambda_j| + \sum_{j=1}^{C_q} \lambda_j v_j = w_1, \sum_{j=1}^{C_q} \lambda_j^2 v_j = w_2, v_j \in Q \right\} = \|w_1\|_Q + \|w_2\|_Q ,$$

Now, noticing that using (48), we can write:

$$\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1} = \sum_{j_1=1}^{p+1} a_{j_1} \pi_1 (\cdots (\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1}) \otimes \cdots \otimes \tilde{z} + \lambda \pi_1 (\tilde{z}_{t-1}) \otimes \tilde{z} + \tilde{z}^0 \otimes \tilde{z} + \tilde{z}^0.$$  

(49)

We show this equality by writing:

$$x_t = \sum_{i_1, \ldots, i_{l+1}=1}^{p+1} a_{i_1, \ldots, i_{l+1}} \pi_1 (\cdots (\pi_1 (x_2 - z) \otimes \tilde{z}_{t-1}) \otimes \cdots \otimes \tilde{z} + \lambda \pi_1 (\tilde{z}_{t-1}) \otimes \tilde{z} + \tilde{z}^0 \otimes \tilde{z} + \tilde{z}^0.$$  

(48)
which establishes the triangle inequality and hence shows that \( \|v\|_Q \) is a seminorm. Suppose now that \( M_Q < \infty \) and let \( v \in \mathbb{R}^{Q} \) such that \( |v|_Q \leq 0 \). By the approximation property of the infimum, for any \( \varepsilon > 0 \) there exist \( \lambda_1, \ldots, \lambda_{C_q} \in \mathbb{R} \) such that \( \sum_{j=1}^{C_q} \lambda_j v_j = v \) and \( 0 \leq \sum_{j=1}^{C_q} |\lambda_j| < \varepsilon \). This inequality implies that
\[
\|v\| = \left\| \sum_{j=1}^{C_q} \lambda_j v_j \right\| \leq M_Q \sum_{j=1}^{C_q} |\lambda_j| < M_Q \varepsilon.
\]
Since \( M_Q \) is finite and \( \varepsilon > 0 \) can be made arbitrarily small, this inequality implies that \( \|v\| = 0 \) and hence \( v = 0 \), necessarily, which proves that \( \|\cdot\|_Q \) is a norm in this case.

Since the first inequality (52) holds for any \( v \in \mathbb{R}^{Q} \), the statement in part (ii) follows (when \( M_Q \) is not finite we use the convention that \( \infty \cdot 0 = 0 \)). Part (iii) is obvious. ■

E. Proof of Proposition III.3

Since \( V \) and \( \mathbb{R}^k \) are Hilbert spaces, the parallelogram law holds for the associated norms and hence, for any \( v_1, v_2 \in Q \),
\[
\langle v_1, v_2 - f^* \circ f(v_2) \rangle = \langle v_1, v_2 \rangle - \langle f(v_1), f(v_2) \rangle = \frac{1}{4} \left( \|v_1 + v_2\|^2 - \|v_1 - v_2\|^2 \right) - \frac{1}{4} \left( \|f(v_1) + f(v_2)\|^2 - \|f(v_1) - f(v_2)\|^2 \right) = \frac{1}{4} \left( \|v_1 - (-v_2)\|^2 - \|v_1 - v_2\|^2 \right) - \frac{1}{4} \left( \|f(v_1) - f(-v_2)\|^2 - \|f(v_1) - f(v_2)\|^2 \right) \leq \frac{\epsilon}{2} \left( \|v_1 - v_2\|^2 + \|v_1 + v_2\|^2 \right),
\]
where the inequality in the last line we used the JL property (17) together with the hypothesis \( Q = Q \). Let now \( w_1 = \sum_{i=1}^{C_Q} \lambda_i^2 v_i, w_2 = \sum_{i=1}^{C_Q} \lambda_i^2 v_i \in \mathbb{R}^{Q} \) span \( Q \). Then, by (53):
\[
\|\langle w_1, w_2 - f^* \circ f(v_2) \rangle\| = \left\| \sum_{i,j=1}^{C_Q} \lambda_i^2 \lambda_j^2 \langle v_i, v_j - f^* \circ f(v_j) \rangle \right\| \leq \sum_{i,j=1}^{C_Q} |\lambda_i|^2 |\lambda_j|^2 \cdot \frac{\epsilon}{2} \left( \|v_i\|^2 + \|v_j\|^2 \right) \leq \sum_{i=1}^{C_Q} |\lambda_i|^2 \left( \sum_{j=1}^{C_Q} |\lambda_j|^2 \right) \cdot \frac{\epsilon}{2} \cdot M_Q^2.
\]
Since this inequality holds true for any linear decomposition of \( w_1, w_2 \in \mathbb{R}^{Q} \), we can take infima on its right hand side with respect to those decompositions, which clearly implies (20). ■

F. Proof of Theorem III.5

(i) We show that when condition (24) holds, then \( F^j_P \) is a contraction on the first entry. Let \( x_1, x_2 \in \mathbb{R}^k \) and let \( z \in D_d \), then
\[
\left\| F^j_P(x_1, z) - F^j_P(x_2, z) \right\| = \left\| f(f_P(f^j_P(x_1, z)) - f(f_P(f^j_P(x_2, z))) \right\| \leq \rho \|f^j\| \|f^j\| \|x_1 - x_2\|.
\]
The claim follows from this inequality, the equality \( \|f\| = \|f^j\| \), and condition (24).

(ii) The proof is straightforward. The only point that needs to be emphasized is that \( (f^j)^{-1} \) is well-defined because since \( f \) is surjective, then \( f^j : \mathbb{R}^k \to \mathbb{R}^k \) is necessarily injective.

(iii) First of all, the existence of the restricted versions of \( f_P \) and \( f^j_P \) to compact state-spaces and the fact that these maps are contractions on the first entry with contraction rates \( \rho \) and \( \rho \|f^j\| \), respectively, implies by [56, Theorem 7, part (ii)] that they have the ESP and associated FMP filters \( U_P \) and \( U^j_P \). The statement about the JL-projected state map \( F^j_P \) and its associated filter \( U^j_P \) is a straightforward consequence of the fact that the restricted linear map \( f^j : \mathbb{R}^k \to \mathbb{R}^k \) is a state-map equivariant linear isomorphism between \( F^j_P \) and \( F^j_P \) and of the properties of this kind of maps (see, for instance, [72, Proposition 2.3]).

(iv) Let \( z \in (D_d)^{\tilde{Z}_d} \) and \( t \in \tilde{Z}_d \) arbitrary. Then, using (25), we have
\[
\left\| U_P(z) - U^j_P(z) \right\| = \left\| F_P(U_P(z)) - F^j_P(U^j_P(z)) \right\| = \left\| F_P(U_P(z)) - F^j_P(U^j_P(z)) \right\| = \left\| F_P(U_P(z)) - F^j_P(U^j_P(z)) \right\| = \left\| (1 - f^* \circ f)(F_P(U^j_P(z))) \right\| + \left\| (1 - f^* \circ f)(F^j_P(U^j_P(z))) \right\|.
\]
The bounds in (26) and (27) are obtained by bounding the last expression in (54) in two different fashions. First, if we use (20) and the hypothesis on \( Q \) being a spanning set of \( \mathbb{R}^N \), we have that
\[
\rho \left\| U_P(z) - U^j_P(z) \right\| = \left\| (1 - f^* \circ f)(F_P(U^j_P(z))) \right\| + \left\| (1 - f^* \circ f)(F^j_P(U^j_P(z))) \right\| \leq \rho \left\| U_P(z) - U^j_P(z) \right\| + \frac{1}{2} \rho \left\| U^j_P(z) \right\| + \frac{1}{2} \rho \left\| U^j_P(z) \right\|,
\]
where we have used the norm properties of this kind of maps (see, for instance, [72, Proposition 2.3]).

As by hypothesis \( \rho < 1 \), we can take the limit \( j \to \infty \) in this expression, which yields (26). In order to obtain (27) it suffices to replace the use of (20) in (55) by that of (22).

(v) First of all, note that for any \( R > \max \{1, \|f\|, 1\} \), the contraction parameter \( \rho = 1/(R \|f\|) \) satisfies the condition (24). Set now \( Q := \{ \pm \varepsilon_1, \ldots, \pm \varepsilon_N \} \). It is easy to see that with this choice, the norm \( \|\cdot\|_Q \) introduced in Lemma III.1 satisfies that \( \|\cdot\|_Q = \|\cdot\|_1 \) and that \( M_Q = 1 \). If we now recall that \( \|\cdot\| \leq \|\cdot\|_1 \leq \sqrt{N} \|\cdot\| \) and that \( (1/\sqrt{N}) \|\cdot\| \leq \|\cdot\| \leq \sqrt{N} \|\cdot\| \), we can rewrite the inequality (55) as
\[
\left\| U_P(z) - U^j_P(z) \right\| \leq \rho \left\| U_P(z) - U^j_P(z) \right\| + \frac{1}{2} \rho \left\| U_P(z) - U^j_P(z) \right\| + \frac{1}{2} \rho \left\| U^j_P(z) \right\| + \frac{1}{2} \rho \left\| U^j_P(z) \right\| \leq \frac{1}{2} \rho \left\| U^j_P(z) \right\| + \frac{1}{2} \rho \left\| U^j_P(z) \right\| \leq \frac{1}{2} \rho \left\| U^j_P(z) \right\| \leq \frac{1}{2} \rho \left\| U^j_P(z) \right\| \leq \frac{1}{2} \rho \left\| U^j_P(z) \right\|,
\]
where in the passage from the second to the third line we just used the same iterative bounding procedure as in (56). The bound in (29) is obtained by using the inequality in (23) adapted to our particular choice of \( Q \), according to which, for any \( v \in \mathbb{R}^N \), we have that
\[
\left\| (1 - f^* \circ f)(v) \right\| \leq \varepsilon \left\| (1 - f^* \circ f)(v) \right\|_1 \leq \varepsilon \sqrt{N} \left\| (1 - f^* \circ f)(v) \right\| _1 \leq \varepsilon \sqrt{N} \left\| (1 - f^* \circ f)(v) \right\| _1,
\]
which implies that
\[
\left\| (1 - f^* \circ f)(v) \right\|_1 \leq \varepsilon \sqrt{N} \left\| (1 - f^* \circ f)(v) \right\| _1.
\]
Consequently, by (54) and (57), we have
\[
\left\| U_{\rho}(z)_{i} - U_{\rho}^{f}(z)_{i} \right\| \leq \rho \left\| U_{\rho}(z)_{i-1} - U_{\rho}^{f}(z)_{i-1} \right\| + \parallel (I_{F} - f' \circ f)(F_{\rho}(U_{\rho}(z)_{i-1}, z_{i})) \parallel \\
\leq \rho \left\| U_{\rho}(z)_{i-1} - U_{\rho}^{f}(z)_{i-1} \right\| + \sqrt{N} \left\| F_{\rho}(U_{\rho}(z)_{i-1}, z_{i}) \right\|_{1} \\
\leq \epsilon \sqrt{N} \frac{1}{1 - \rho} = \epsilon \sqrt{N} \frac{R}{\parallel f \parallel^2 - 1}.
\]

**G. Proof of Corollary III.6**

It consists of just applying the JL projection Theorem III.5 to the SigSAS system introduced in Proposition II.2. First of all, by (11), the state map \(F_{\text{SigSAS}}^{\lambda,l,p,f} : B_{[0, L]} \times [-M, M] \rightarrow B_{[0, L]}\) is continuous and a contraction on the state variable with contraction constant \(\rho = L\). Now, if we fix \(R > \max\{1/\parallel f \parallel^2, 1/M \parallel f \parallel^2, 1\}\), then \(\lambda = 1/\sqrt{R} ||\parallel f \parallel^2 - 1||\) satisfies all the necessary constraints in the statement of Proposition II.2, as well as the condition \(\rho < 1/\parallel f \parallel^2\), as required in (24).

Therefore, given a JL map \(f\) and part (B) of Theorem III.5 shows the existence of a contractive state map \(F_{\text{SigSAS}}^{\lambda,l,p,f} : \mathbb{B}_{[0, L]} \times [-M, M] \rightarrow \mathbb{B}_{[0, L]}\) with constant \(L = 1/\sqrt{\lambda - \lambda M}\). \(\lambda M\) as in the bounds (28)-(29). Consequently, using the bound (28), we have
\[
\left\| S(\Pi_{i}(S^{T}(\cdot)) \otimes \mathbf{e}_i) \right\|_{j,m} = \sum_{r=1}^{N} S_{j,r}(\Pi_{i}(S^{T}(\cdot)) \otimes \mathbf{e}_r)_{r,m} \\
= \sum_{n=1}^{N_{0}} S_{j,i+(n-1)(1+p)} s_{n,m}, \quad \text{with } N_{0} = (p + 1)^{i},
\]
and hence by (59), each of these entries is the sum of the products of two independent zero mean normal random variables with variance 1/\(k\), unless those two factors are identical, which can only happen whenever \(j = m\) and \(i + (n - 1)(1 + p) = n\), simultaneously, which only holds for \(i = 1, n = 1\), and for the diagonal terms \(j = m\). This implies that
\[
\left\| S(\Pi_{i}(S^{T}(\cdot)) \otimes \mathbf{e}_i) \right\|_{j,m} \sim \sum_{n=1}^{N_{0}} a_{j,m,n}^{1} + b_{j,m}, \quad \text{otherwise},
\]
with \(a_{j,m,n}^{1}\) as above. We now study the matrix form of the summand \(S_{k}^{0}\) in (61). First of all, by (34),
\[
S_{k}^{0} = r S C^{0}_{k} (1, z, \ldots, z^{p})^{T},
\]
and hence it can be written as \(B(1, z, \ldots, z^{p})^{T} = S_{k}^{0}\), with \(B \in M_{k,p+1}\) the matrix with components
\[
B_{j,m} = r \sum_{k=1}^{N} S_{j,k} C^{0}_{k,m} = r S_{j,m,1}(m \in \mathcal{I}_{0}),
\]
which (38), as the product of a Gaussian with a Rademacher random variable is Gaussian distributed.

We now prove the claim in (37) regarding the matrices \(A_{1}, \ldots, A_{p+1}\).

First of all, (64) and (65) show that for each \(i \in \{1, \ldots, p+1\}\), the entries \(S(\Pi_{i}(S^{T}(\cdot)) \otimes \mathbf{e}_i))_{j,m} = \lambda_{0} S(\Pi_{i}(S^{T}(\cdot)) \otimes \mathbf{e}_i) = (\delta/2M) \sqrt{k/N_{0}} S(\Pi_{i}(S^{T}(\cdot)) \otimes \mathbf{e}_i)\) may be of two types
\[
\left(\tilde{A}_{i}\right)_{j,m} \sim \begin{cases} \frac{2 \sqrt{\delta}}{2M} \sqrt{N_{0}} \sum_{n=1}^{N_{0}} a_{j,m,n}^{1} + b_{j,m} \sqrt{N_{0}}, & \text{if } i = 1, j = m, \\
\frac{2 \sqrt{\delta}}{2M} \sqrt{N_{0}}, & \text{otherwise},
\end{cases}
\]
As long as we are in the cases \(j \neq m\) or simultaneously \(i = 1\) and \(j = m\), these entries are the sum of the ID mean zero random variables with variance \(1/2^{k}\), and hence by the Lindeberg Central Limit Theorem, they converge in distribution to mean zero Gaussian random variables \((\tilde{A}_{i})_{j,m} \sim \mathcal{N}(0, \delta^{2}M^{-2})\), as required.

This straightforward argument cannot be used when \(j = m\) and \(i \geq 2\), as in that situation, the random variable \(S_{m,m}\) appears in two different summands in the expression (63). The claim in that case is proved by using a martingale
central limit theorem. Indeed, consider the right hand side of the equality (63) for fixed $i \geq 2$ and $j = m$, that is,

$$\sum_{n=1}^{N_0} S_{j,i+(n-1)(1+p)}S_{j,n}.$$  

(68)

As the entries $S_{j,n}$ are independent zero mean normal random variables with variance $1/k$, we have,

$$\text{Var} \left( \sum_{n=1}^{N_0} S_{j,i+(n-1)(1+p)}S_{j,n} \right) = \frac{N_0}{k^2}. \quad (69)$$

Notice first that for $s \geq t$, we have that

$$E \left[ \frac{k}{\sqrt{N_0}} \sum_{s} S_{j,i+(s-1)(1+p)}S_{j,n} \right] = \frac{k}{\sqrt{N_0}} \sum_{s} S_{j,i+(s-1)(1+p)}S_{j,n},$$

where $\mathcal{F}_t$ is the $\sigma$-algebra generated by $\{S_{j,i+(s-1)(1+p)}, S_{j,n} | n \leq l\}$. This equality is a consequence of the fact that for $s \geq t$ at most one of the terms in the product

$$S_{j,i+(s-1)(1+p)}S_{j,s}$$

is $\mathcal{F}_t$-measurable and the other one is independent with zero expectation. We shall apply Theorem 3.2 in [73] using as martingale differences the random variables $Y_{N_0,n}$ defined by

$$Y_{N_0,n} := \frac{k}{\sqrt{N_0}} S_{j,i+(n-1)(1+p)}S_{j,n}.$$  

It is clear that $\max_n \{Y_{N_0,n}\} \rightarrow 0$ in probability as $N_0$ tends to $\infty$.

Moreover, $E \left[ \max_n \{Y_{N_0,n}^2\} \right]$ is bounded in $N_0$ and

$$\lim_{N_0 \rightarrow \infty} \sum_{n=1}^{N_0} Y_{N_0,n}^2 = 1.$$  

Indeed,

$$E \left[ \left( \sum_{n=1}^{N_0} Y_{N_0,n}^2 - 1 \right)^2 \right] = 2 \sum_{s=1}^{N_0} E \left[ \left( \frac{Y_{N_0,s}^2}{N_0} - 1 \right)^2 \right] + 2 \sum_{s=1}^{N_0} E \left[ \left( Y_{N_0,s}^2 - \frac{1}{N_0} \right)^2 \right]$$

(70)

where for the second sum, using $\sum_{s=1}^{N_0} E \left[ Y_{N_0,s}^2 \right] = N_0 \frac{k^4}{N_0} = 9/N_0$ and that $Y_{N_0,n} = 1, \ldots, N_0$, are random variables with zero mean and variance $1/N_0$, it holds that

$$\sum_{n=1}^{N_0} Y_{N_0,n}^2 \xrightarrow{N_0 \rightarrow \infty} 8/9.$$  

Notice now that in the first sum in (70) the terms involving independent martingale differences vanish. Hence, it is only the summands which correspond to the case when $Y_{N_0,s}$ and $Y_{N_0,n}$ are made of non-independent random variables that need to be treated separately. We notice that this happens precisely when $i + (s-1)(1+p) = n$ and write

$$2 \sum_{s<n} \mathbb{E} \left[ \left( \frac{Y_{N_0,s}^2}{N_0} - 1 \right)^2 \right] = 2 \sum_{s<n} \mathbb{E} \left[ \left( Y_{N_0,s}^2 - \frac{1}{N_0} \right) \right]^2$$

$$= 2 \sum_{s=1}^{N_0} \mathbb{E} \left[ \left( \frac{k^4}{N_0} S_{j,i+(s-1)(1+p)}S_{j,n} - \frac{1}{N_0} \right)^2 \right] - \frac{1}{N_0^2}$$

$$\leq 2N_0 \left( 1 + \frac{k^4}{N_0^2} \right) = 4(1 + \frac{k^4}{N_0^2}) \xrightarrow{N_0 \rightarrow \infty} 0.$$  

Hence by Theorem 3.2 in [73] $Y_{N_0,n}$ converges in distribution to a standard Gaussian random variable and the claim follows.

The mutual independence between the components of the different matrices $A_i$ and within each individual matrix is obtained by using a multivariate version of the martingale central limit theorem: the arguments are fully in line with the previous application of the martingale central limit theorem. The same applies for the statement about $B$.

We conclude by showing that with the choice of $\lambda_0$ in (35), the reduced SAS system $F_{\lambda_0,0,p}$ in (36) has the ESP and the FMP with probability at least $1 - \delta$. Let $p(z) := \sum_{i=1}^{p+1} e^{-1} A_i$, and recall that by [56, Proposition 14], the system $F_{\lambda_0,0,p}$ has the ESP and the FMP whenever

$$M_p = \sup_{x \in [-M,M]} \{ ||p(x)|| \} < 1.$$  

Given that

$$M_p = \sup_{x \in [-M,M]} \left\{ \sum_{i=1}^{p+1} e^{-1} A_i \right\} \leq \sum_{i=1}^{p+1} \| A_i \|,$$

it is clear that the following inclusion of events holds $\{ M_p \geq 1 \} \subset \left\{ \sum_{i=1}^{p+1} \| A_i \| \geq 1 \right\}$. This implies that

$$P(M_p \geq 1) \leq \sum_{i=1}^{p+1} \| A_i \| \leq \sum_{i=1}^{p+1} \| A_i \| \leq \frac{\sqrt{M^2 + \frac{\delta}{2 \sqrt{RM}}} - \frac{\delta}{2 \sqrt{RM}}} = \delta,$$

as required. Note that in the second inequality we use Markov’s inequality and that the third one is a consequence of Gordon’s Theorem (32) and of (37).

I. Proof of Theorem III.8

First of all, given $l, p \in N$, consider the SigSAS filter $U_{\lambda_0,l,p}$ associated to the parameter $\lambda_0$ defined in (35) and the linear map $\mathcal{W} \in L(T^{M+1}(\mathbb{R}^{M+1}, \mathbb{R}^{M}))$ whose existence for the approximation of $U$ is guaranteed by Theorem II.4. Consider now a JL projection $f : \mathbb{R}^M \rightarrow \mathbb{R}^M$ that satisfies (17) with a parameter $0 < c < 1$ that satisfies (16) with $n$ replaced by $N$ and the value $k$ in the statement. Let now $F_{\lambda_0,l,p}$ be the JL reduced SigSAS system given by Corollary III.6 and that asymptotically takes the form (39) because of (36) in Theorem III.7. Let $W \in L(T^{M+1}(\mathbb{R}^{M+1}, \mathbb{R}^{M}))$ be the linear map in (15) in Theorem II.4. Define $\mathcal{W} := W \circ \pi_{\lambda_0}$ as in Corollary III.6 and $\mathcal{W} := W \circ \pi_{l,p}$ in the third part of Theorem III.5 to write:

$$\|U(z)_t - WU_{\lambda_0,l,p}(z)_t\| = \left\| U(z)_t - WU_{\lambda_0,l,p}(z)_t \right\| + \left\| WU_{\lambda_0,l,p}(z)_t - WU_{\lambda_0,l,p}(z)_t \right\| \leq \|U(z)_t - WU_{\lambda_0,l,p}(z)_t\| + \left\| WU_{\lambda_0,l,p}(z)_t - WU_{\lambda_0,l,p}(z)_t \right\|$$

$$\leq M \|W\| + L \left( 1 - \frac{\|z\|_{\infty}}{M} \right) \left( \frac{\|z\|_{\infty}}{M} \right)^{p+1} + I_{l,p}.$$  

In the last inequality we have used Theorem II.4 to bound the first summand and the last bounds stated in Corollary III.6 for the second one. More specifically, regarding the last point, we first note that the parameter $R$ in (30) and (31) is determined in this case by the definition of $\lambda_0$ in (35) and the equality

$$\frac{\delta}{2 \sqrt{N}} \leq \frac{1}{RM_{\|f\|^2}}$$

with $N_0 = (p+1)^l$. Hence, the bounds in (30) and (31) can be written as

$$\|W\|_{\mathcal{S}^N} \|1 + \|f\|^{2k}\|_{\infty} \frac{\sqrt{M^2 + \frac{\delta}{2 \sqrt{R}}} - \frac{\delta}{2 \sqrt{R}}}{\sqrt{M^2 + \frac{\delta}{2 \sqrt{R}}} - \frac{\delta}{2 \sqrt{R}}} = \|W\|_{\mathcal{S}^N} \left( \frac{1 + \|f\|^{2k}}{\sqrt{M^2 + \frac{\delta}{2 \sqrt{R}}} - \frac{\delta}{2 \sqrt{R}}} \right)^{\frac{1}{2}}$$

and

$$\|W\|_{\mathcal{S}^N} \frac{\sqrt{M^2 + \frac{\delta}{2 \sqrt{R}}} - \frac{\delta}{2 \sqrt{R}}}{\sqrt{M^2 + \frac{\delta}{2 \sqrt{R}}} - \frac{\delta}{2 \sqrt{R}}} = \|W\|_{\mathcal{S}^N} \left( \frac{1 + \|f\|^{2k}}{\sqrt{M^2 + \frac{\delta}{2 \sqrt{R}}} - \frac{\delta}{2 \sqrt{R}}} \right)^{\frac{1}{2}}$$

respectively, which prove (41).
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